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Abstract— Human body contains many organs, but one of 
the prime organs is the heart, which is a network of vessels 
which help the blood to flow into our body. Cardiovascular 
disease is any disturbance in the heart’s normal functioning or 
performance. In this work, closely worked with heart disease 
prediction and for that, the team will be looking into the heart 
disease dataset from where work will be derived various 
perceptions that help us to know the value of each feature and 
their connections. Also, here the aim is to detect the possibility 
of a person be affected by a savior heart disease or not. This 
research paper presents various algorithms of machine learning 
by which a projection of heart disease can be made and required 
steps can be taken as early as possible for prevention. This paper 
consists of five algorithms (SVM, Decision Tree, K-NN, 
Ensemble Method and ANN) which are applied to the dataset 
that is publicly available. On applying Ensemble Method 
(combination of K-NN, Decision Tree, and SVM) on the dataset 
an accuracy of 89.88% was attained. ANN was able to 
outperform all the other algorithms with accuracy of 95.33%.

Keywords— Heart Disease, Machine Learning, SVM, K-NN, 
Decision Tree (DT), Ensemble Model, ANN.

I. INTRODUCTION

Heart is a principal organ for a human to live. Major 
functions of heart are to circulate the blood throughout the 
body, maintain the blood pressure and many more. Heart 
failure and heart disorders are the biggest cause of death 
worldwide. As per WHO (World health organization), 17.9 

million people die each year from cardiovascular disease [2]. 
Major causes of these heart diseases are the regular habits of 
an individual like their caffeine and alcohol intake, smoking, 
lack of physical activities etc. Most of the times 
cardiovascular diseases can be prevented by choosing a 
healthier lifestyle and taking other measure, for which making 
an early and accurate prediction of the cardiovascular diseases 
is extremely important.

In this work we will be comparing accuracy of different 
ML (Machine learning) algorithms and based on this 
comparison will be seeing which one is the best among all [27, 
28, 29]. Machine learning is a technique which can be used 
when huge amount of data is available. It learns from the data 
i.e., it looks at the trends and then based on these trends further
predictions can be made. Many types of ML algorithms are
present. ML analyses the characteristics of dataset and checks
if a person has a heart disease [11,30, 31].

The dataset is split into testing and training portion. In this 
work we have implemented SVM, K-NN, Decision Tree, 
Ensemble model and ANN. The main goal of this paper is to 
identify a well-functioning model for the prediction of heart 
disease. Further section 2 of the paper consists of literature 
review followed by methodology in section 3, result in section 
4 and section 5 having conclusion and section 6 are the 
reference. Table 1 consist of all the information collected from 
different sources for the review of heart disease prediction 
methods.

Table 1. Literature collected from various studies of heart disease prediction.
Author Year ummary Dataset Classifier Accuracy
Rajdhan et al. 

[1]
2020 Compared different 

machine learning and found 
the best one among those for 
the prediction.

UCI
repository

NB, DT, Logistic 
Regression and 
RF 90.16 %

Shah et al. [2] 2020 Predicted that weather a 
patient will have a heart 
disease or not by the help of 
ML algorithms.

UCI
repository

NB, DT, K-NN, 
Random Forest 
Tree 90.78 %

Singh et al. 
[3]

2020 Implemented four ML 
algorithms and found their 
prediction accuracy then 
choose the best one among 
them for prediction.

UCI
repository

Linear 
Regression, DT, 
SVM and K-NN 87.00 %

Kavitha et al. 
[4]

2021 Created a hybrid model by 
combining two different ML 
algorithms.

Cleaveland 
Heart 
Disease 
Dataset

DT, RF and 
Hybrid model 
(RF+DT) 88.00 %

Bharti et al. 
[5]

2021 Machine Learning 
algorithms is used along 
with deep learning to 
enhance the results of the 
prediction.

UCI
repository

Combination of 
ML and DL

94.20%
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Katarya et al. 
[6]

2020 Used supervised machine 
learning for heart disease 
prediction.

UCI
repository

ANN, DT, RF, 
SVM, NB and K-
NN

--

Ramprakah et 
al. [7]

2020 Deep Neural Network is 
used with X2 statistical 
model on the dataset for the 
prediction.

UCI
repository

Deep neural 
networks, X2-
statistical 
model and 
machine learning

--

Sharma et al. 
[8]

2020 Demonstration of Talos 
hyper-parameterized 
optimizer to know that 
weather it is more efficient 
than other ML algorithms or 
not.

UCI
repository

Logistic 
Regression, SVM, 
NB, K-NN Hyper-
parameter 
optimization, RF

90.78 %

Yadav et al. 
[9]

2020 Used four different types of 
trees algorithm and 
performed three 
experiments to make the 
conclusion

UCI
repository

M5P, RF Tree, 
Reduced Error 
Pruning and 
Random Forest 
ensemble method

--

Waigi et al. 
[10]

2020 Implemented ML 
classification algorithm to 
predict the risk of heart 
disease.

Kaggle Decision Tree

73.00 %

Princy et al. 
[11]

2020 To predict the cardiac 
disease, they have 
implemented six supervised 
ML classifiers and found the 
best one among them to 
predict the disease.

Kaggle NB, DT, Logistic 
Regression, 
Random Forest, 
SVM, K-NN --

Terrada et al. 
[12]

2020 Worked with ANN and 
Adaptive Boosting to 
enhance the accuracy.

UCI
repository

Machine learning 
algorithms and 
ANN

--

Mohan et al. 
[13]

2019 A hybrid model is made 
which consists of two ML 
algorithms and gives better 
result when compared with 
them.

Cleaveland 
Heart 
Disease 
Dataste

Random forest 
and Linear 
Regression --

Repaka et al. 
[14]

2019 Used Naive Bayes ML 
algorithm and compared it 
with the result of another
algorithm and gets NB as the 
best one.

UCI
repository

NB, Sequential 
Minimal 
Optimization, 
Bayes Net and 
Multi-Layer 
Perception

89.77 %

Tarawneh et 
al. [15]

2019 Applied different ML 
algorithms and developed a 
hybrid model with the ones 
which were selected most of 
the times.

UCI
repository

SVM, NB, 
DT, K-NNN

89.20 %

Khan et al. 
[16]

2020 Cloud computing is used 
with Machine Learning 
where the data is collected 
from the cloud and then 
algorithms are applied. 
When the required criteria 
are matched then the trained 
model is stored in the cloud.

Internet of 
medical 
things 
(IoMT) 
enabled 
devices

SVM

93.33 %

Jindal et al. 
[17]

2021 Two ML algorithms were 
implemented on the dataset 
and they found out that these 
two works better then Naïve 
bayes algorithm.

UCI
repository

Logistic 
regression and K-
NN 88.50 %

Arroyo et al. 
[18]

2022 Prediction of heart disease is 
done with the help of ANN 
along with optimization 
techniques to enhance the 
accuracy for the prediction.

cardiovascul
ar disease 
dataset

Genetic 
Algorithm and 
Neural Network 73.43 %
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Abdeldjouad 
et al. [19]

2020 A hybrid approach is used to 
predict the disease.

UCI
repository

Multi-Objective 
Evolutionary 
Fuzzy Classifier 
(MOEFC), and 
other Fuzzy based 
methods

--

Motarwar et 
al. [20]

2020 Cognitive approaches were 
used a ML framework of 
five algorithms is 
implemented on the dataset.

Cleaveland 
Heart 
Disease 
Dataste

RF, NB, SVM, 
Hoeffding 
Decision Tree, 
and Logistic 
Model Tree
(LMT)

95.08 %

Maji et al. 
[21]

2019 A hybrid model and other 
algorithms is implemented 
on the dataset and validated 
the prediction using tenfold 
validation test.

UCI
repository

DT, ANN and 
Hybrid Decision 
Tree model
(HDT).

78.14 %

Krishnan et al. 
[22]

2019 Heart disease prediction is 
done using supervised 
algorithms and best two are 
selected among them.

UCI
repository

DT and NB

91.00 %

Jothi et al. 
[23]

2021 Applied two ML algorithms 
and compared them with 
each other.

UCI
repository

DT and K-NN
81.00 %

Ramalingam 
et al. [24]

2018 Surveyed on five ML 
algorithms and found the 
best working way of each 
algorithm.

SVM, K-NN, NB, 
DT, RF --

Garg et al. 
[25]

2021 ML algorithms are 
implemented on the dataset 
to predict the heart disease 
and concluded that ML 
algorithms predicts 
accurately and helps in the 
prediction of diseases.

Kaggle K-NN and RF

86.86 %

II. PROPOSED METHODOLOGY

Multiple approaches for cardiovascular disease prediction 
are mentioned in this section including ANN, SVM, DT, 
ensemble learning and K-NN.

A. Data collection
Data obtained for forecasting heart disease was taken

from [26]. The dataset is a labelled dataset consisting of 14 
columns which include 13 independent features and 1 target 
variable. The split up in the dataset is as follows: training set 
accounts for 75% of data and rest i.e., 25% accounts for the
test data. The dataset was checked for the missing value and 
the outlier, but they were not found. Workflow diagram for 
basic ML algorithms is given in Fig.1.

III. RESULTS AND DISCUSSIONS

The analysis was performed on the publicly available 
dataset [26] consisting of 14 features (13 are independent 
features and one is labelled feature). The data was sliced into 
two: training set accounting for 75 % and the rest i.e., 25 %
accounting for the test set. On the training set multiple models 
were trained and tested afterwards. The confusion matrices 
and ROC curves for various applied models are shown in Fig. 
2.

Fig. 1 Flowchart for ML algorithms
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(a) K-NN confusion matrix (b) K-NN ROC curve

(c) SVM confusion matrix (d) SVM ROC curve

(e) Decision tree confusion matrix (f) Decision Tree ROC curve

(g) ANN confusion matrix (h) ANN ROC curve

Fig. 2 Confusion Matrices and ROC curves for different applied AI models.
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The confusion matrix for the first four models can be seen 
above; from the test set the patients that are having heart 
disease and was predicted correctly are 120, 122, 121 and 128 
by K-NN, SVM, Decision tree and ANN respectively. 
Similarly, the patients that are not having heart disease but 
were predicted as having heart disease are 17, 24, 17 and 6 by 
K-NN, SVM, Decision tree and ANN respectively. For the 
models K-NN, SVM, Decision tree and ANN the patients that 
are not having heart disease and was predicted correctly by the 
models are 106, 99, 106 and 117 respectively and the patients 
that are having heart disease but was predicted incorrectly as 
not having heart disease are 14, 12, 13 and 6 respectively.

Fig. 3 Confusion matrix for Ensemble Model

Confusion matrix for ensemble classifier can be seen 
above. Voting classifier is used for ensemble model and the 
type of voting that is used is hard voting. In hard voting the 
output is the class having the highest majority votes from each 
of the classifier. There are 124 patients that are having heart 
disease and was predicted correctly by the model whereas 
there are 16 patients that were not having heart disease but was 
predicted incorrectly as having heart disease by the model. 
Similarly, there are 107 patients that are not having heart 
disease and were predicted correctly by the model and 10 
patients that are having heart disease but were predicted 
incorrectly as not having heart disease by the model.

Fig. 3 consist of confusion matrix for ensemble classifier. 
Ensemble model is implemented with voting classifier. This 
model consisted of K-NN, Decision tree, SVM.

Fig. 4 Performance comparison of different models.

Fig. 4 shows the comparative analysis of the accuracy, 
sensitivity and specificity performed by different machine 
learning models (k-NN, SVM, Decision Tree, ANN and 
Ensemble classifier) on the given dataset.

IV. CONCLUSION

The objective of the work is to find the optimal method for 
correct prediction of heart failure cases. Various AI methods 
can be utilized by the experts to co-relate the diagnosis. The 
result of the model depends on the accuracy of algorithms. If 
the accuracy of the models is low, the ouput generated may be 
wrong or less accurate. Results can be improved by using 
more data along with multiple feature. In this study 14 main 
attributes were selected mentioned and five different 
techniques i.e. SVM, K-NN, ANN, ensemble model, and 
decision is applied, and it is found that the accuracy of the 
ANN was the highest i.e., 95.33%.
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